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Abstract—Despite significant improvements concerning the
level of realism in Vehicular Ad hoc Network (VANET)
simulation, the effects of three-dimensional aspects are still
neglected by the majority of packet-based simulation tools. In
most of the cases, a planar projection of the road network in
question is assumed, leading to a misrepresentation of scenarios
including bridges, hilly terrain or elevated infrastructure. In this
paper we show that the consideration of three-dimensionality
in realistic scenarios can lead to significantly differing results
compared to 2D-only simulations. We discuss the requirements
and extensions which are necessary in order to provide a
three-dimensional simulation environment. This includes the
support for three-dimensional antenna patterns as well as a
model covering environmental diffraction effects. We examine the
implications of three-dimensional aspects on the results of a city-
wide simulation scenario showing that the number of vehicles
in reach decreases noticeably. The outcome of a second, more
specific use case even indicates that proper functioning of this
specific application might be completely compromised, in harsh
contrast to the result of the common 2D simulation approach,
emphasizing the importance of 3D VANET simulation.

Index Terms—vehicular ad hoc networks, VANET simulation,
three-dimensionality, antenna patterns, diffraction model

I. INTRODUCTION

Car-to-x communication is an enabling technology that

gains more and more importance in the context of current

research trends such as connected mobility and autonomous

driving. For the research and development of new proto-

cols and applications based on Vehicular Ad-Hoc Networks

(VANETs), simulations have become the preferred tool. Exper-

imental field tests are a good way to test VANET applications

in a realistic environment, however, such experiments are

bound to the examined scenario and can hardly be scaled.

On the other hand, theoretic models often struggle to deliver

representative results due to the high level of abstraction.

Therefore, the simulation of vehicular networks is widely

utilized as it combines the advantages of the two approaches

mentioned before [1].

The quality of simulation results in general strongly depends

on the accuracy of the underlying models. Speaking of packet-

based VANET simulation it can be noted that the degree of

realism has increased constantly in the recent past. Various

models have been developed representing different aspects

which characterize car-to-x communications whilst trying to

stay within the limits of computational costs. On the one hand,

environmental factors influencing the signal on its way to the

receiver have been examined. A popular example for this is the

obstacle shadowing model introduced by Sommer et al. [2],

taking into account the impact of buildings between sender

and receiver. On the other hand, technology-related aspects

have been covered, which led to detailed models properly

representing the IEEE 802.11p [3] standard for example.

Another major step forward was the bidirectional coupling of

mobility and network simulation [4], which made it possible

to cover the main idea of VANETs in the first place, i.e.

influencing traffic by communicating with each other.

Nevertheless, most simulation frameworks seem to ignore

another important aspect. They assume a two-dimensional

environment only by simplifying the real-world scenario and

projecting it to a planar road network. As a result, the

communicating nodes as handled by the network simulation

part all appear to be located in the same horizontal plane. The

neglection of the individual altitudes of vehicles and obstacles

causes many real-world scenarios to be represented insuffi-

ciently as the majority of investigated traffic environments

are simply not perfectly flat. Due to the direct dependence

of a VANET’s topology on the position of the communicating

vehicles, this simplification can lead to significantly differing

results for the analysis of vehicular networks.

Examples for such problematic scenarios are not bound

to a certain area, but can be found in urban, subarban and

highway environments. A demonstrative three-dimensional

road network is depicted in Figure 1. As can be seen, this

highway interchange consists of multiple road layers stacked

upon each other. Consequently, vehicles are located at varying

altitudes. Antennas of communicating cars might have to

Figure 1. Sample 3D road network consisting of a complex highway
interchange.
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transmit or receive signals to or from near-vertical elevation

angles. Moreover, the overpasses themselves will most likely

lead to significant additional signal attenuation. A projection

of this scenario to the horizontal plane would simply look

like a complex intersection, disregarding all aforementioned

considerations. Other examples of this kind may be found

in environments with hilly terrain, simple overpasses, multi-

storey parking garages or vehicles and infrastructure of differ-

ent heights.

In this paper, we want to emphasize why three-dimensional

considerations should not be neglected in VANET simula-

tion and which essential extensions are necessary in order

to achieve that. Therefore, we first summarize related work

dealing with three-dimensionality in the context of vehicular

networking. In Section III, we outline the necessary steps

towards three-dimensional VANET simulation, including the

generation of 3D road networks as well as extensions on

the part of network simulation. Subsequently, we present two

selected 3D scenarios that we simulated using the open-source

framework Veins1 extended accordingly. The results are finally

discussed and compared to the outcome of the conventional

simulation approach.

II. RELATED WORK

Although not considered by most simulation frameworks, it

becomes clear that 3D aspects and directivity characteristics

do play a role in car-to-x communications when analyzing

related research. A first example is the design of routing

protocols for VANETs. Due to the fast-changing topologies

position based routing protocols such as the Greedy Perimeter

Stateless Routing (GPSR) [5] are very popular. The next hop is

chosen with the objective to maximally decrease the distance

to the destination node, which is why the position makes the

difference in this type of forwarding strategy. In [6] Lin et al.

investigate the applicability of GPSR in three-dimensional sce-

narios. They explain that usual position based routing mech-

anisms assume a two-dimensional vehicle distribution only,

which can lead to suboptimal forwarding decisions. Using their

novel Three-Dimensional Scenario Oriented Routing (TDR)

protocol, the performance can be improved significantly by

taking into account different road layers as well and preferring

intra-layer transmission as far as possible. The authors finally

compare TDR to GPSR based on a sample scenario featuring

an overpass. With help of TDR the end-to-end delay in this

specific scenario was decreased by 13 %, while the delivery

ratio could be increased by about 40 %. These results indicate

that the awareness of a 3D environment can be benefitial.

Not only implications on higher layer protocols have been

identified, but also some effects on signal propagation. The ob-

stacle shadowing model accounting for buildings along the line

of sight (LOS) [2] has already been mentioned introductorily.

However, also other vehicles between sender and receiver can

cause noticable attenuation. Boban et al. showed that the LOS

is often obstructed even by cars of similar heights and also

1http://veins.car2x.org/

under sparse traffic conditions [7]. Consequently, additional

attenuation of up to 30 dB can lead to significant packet loss.

In [8] the authors also come up with a potential solution to this

issue. Using their Tall Vehicle Relaying (TVR) mechanism,

taller vehicles such as trucks and vans are preferably selected

for packet forwarding. Thanks to the elevated antennas there

are less vehicles blocking the LOS so that transmission ranges

increase by up to 50 %.

In the field of wireless communications another point

strongly influences the signal. Antennas play an important role

as they are the actual interface between device and wireless

channel. They can show critically differing gains or losses

depending on the direction. The resulting three-dimensional

radiation patterns when mounting antennas on a car have been

investigated in several papers [9], [10]. It could be shown that

different antenna types and mounting positions on or under

the car and on the side mirrors can lead to completely vary-

ing characteristics. Another interesting example is discussed

in [11], where the mounting point behind a panorama glass

window leads to severe attenuation towards the front. Despite

such clear results antenna influence is hardly supported in

VANET simulation. Just recently we have added the possibility

of assigning two-dimensional antenna patterns to vehicles in

Veins and showed that safety applications such as collision

avoidance systems can be significantly impacted [12].

A method which already offers the possibility of investigat-

ing three-dimensional scenarios is ray tracing. Such simula-

tions keep track of every signal’s path and also consider reflec-

tions and scattering. Examples of this approach utilized in the

context of vehicular communications are the aforementioned

papers dealing with the implications of antenna patterns on the

wireless channel [9], [10]. It is not surprising that ray tracing

simulations are capable of producing highly detailed results.

However, this maximum level of detail requires enormous

computation performance and time. Moreover, every new

scenario to be examined needs to be modeled in similarly high

detail. Although there are already approaches to improve per-

formance by making use of parallelized computations on GPU

cores [13], ray tracing still involves considerable effort and is

not suitable for large-scale scenarios. Thus, the consideration

of 3D scenarios in packet-based VANET simulation would be

very benefitial and will be discussed in the following sections.

III. REQUIREMENTS FOR 3D VANET SIMULATION

In order to be able to simulate three-dimensional vehicular

networks, the simulation framework in use has to be extended

accordingly. While the presented approach was specifically

implemented using the Veins framework, the outlined steps

apply for any packet-based VANET simulator consisting of

coupled traffic and network simulation. Therefore, there are

necessary adjustments on both parts as well.

A. Generating 3D Road Networks

The initial requirement to simulate three-dimensional

VANETs is being in possession of the underlying 3D road net-

work in the first place. Most traffic simulators should already
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support the statement of a z-coordinate for the description of

nodes (i.e. junctions) and edges (i.e. roads). For SUMO [14],

which is used in Veins, this is the case as well. Thus, the actual

task is to obtain and import corresponding elevation data.

A straightforward option is the manual definition of nodes

and edges including the respective z-coordinate, which can be

done using XML. SUMO’s network creation tool netconvert

allows to merge the given data into a normal road network file,

which can then be used for simulation. While this approach

might be helpful for small artificial scenarios such as a

parking garage, it is not reasonable when investigating larger

road networks based on real-world maps. In such a case an

automated approach using real-world data is desirable.

The solution to this issue are so-called Digital Elevation

Models (DEMs). Generally speaking, a DEM can be seen as

a collection of height values for a certain set of locations.

Most of the data is acquired from radar or laser measurements,

either airborne or satellite based. Horizontal resolutions vary

from 1 m in highly detailed models to 90 m in coarser data

structures. Due to the lack of standardized definitions, there

are various terms referring to different kinds of altitude

data. However, most experts mainly distinguish two types

of DEMs depending on the represented surface as shown in

Figure 2 [15], [16]. Digital Surface Models (DSMs) refer to

the top-most layer of the Earth’s surface. Thus, buildings and

vegetation are included in these datasets. On the contrary,

Digital Terrain Models (DTMs) represent the real surface of

the Earth. It is important to know these differences as the

choice of DEM type can affect the generated 3D road network.

For example, if a DSM is used to generate the 3D road

network, elevated roads such as overpasses and bridges will

be assigned wrong altitude values as the dataset only contains

the data of the bottom-most surface.

Possible sources for DEMs on the one hand include pub-

licly available datasets as generated by the Shuttle Radar

Topography Mission (SRTM) [17] for example. It provides

nearly global coverage at a horizontal resolution of about

30 m. Another source for elevation data are public authorities.

Most of them offer highly detailed geographic datasets of their

region of responsibility, however, this level of detail is usually

not freely available any more.

As soon as a suitable DEM has been chosen, it has to

Digital Terrain Model

Digital Surface Model

Figure 2. Illustration of the difference between Digital Surface Models
(DSMs) and Digital Terrain Models (DTMs).

be imported into the road network. In case of SUMO, the

netconvert tool allows the import of elevation data in the form

of so-called Shapefiles as well as GeoTIFF files. With the

help of the tools provided by the Geospatial Data Abstraction

Library (GDAL)2 it is easily possible to transform the given

dataset to the format required by netconvert. This way, a given

two-dimensional road network can finally be enriched with

elevation data.

B. Extensions Towards 3D Network Simulation

After enabling 3D traffic simulation, the network simulator

has to properly deal with the additional height information.

In case of the Veins framework the mobility simulator SUMO

and the network simulator OMNeT++ [18] are coupled via

the Traffic Control Interface (TraCI). The first step is to adjust

this module so that every vehicle’s z-coordinate as well as the

slope of the road beneath (and thus the inclination angle of the

vehicle) are transmitted along with the remaining parameters.

Together with user-provided values for antenna height and

offset the actual antenna position in the three-dimensional

space can be determined, which is crucial for all further

considerations of the wireless transmission.

1) Three-Dimensional Antenna Patterns: We have already

mentioned the possibility of assigning 2D antenna pat-

terns [12] when summarizing related work. It is quite obvi-

ous that the investigation of three-dimensional environments

should instead include consideration of the whole, 3D antenna

patterns. In our 2D implementation the user had to state

the horizontal (azimuth) pattern of the antenna by defining

equidistant samples. Our 3D approach proposed here requires

the user to provide one more set of samples, i.e. the vertical

(elevation) pattern of the antenna to be modeled.

During the simulation the antenna gains for transmit and

receive antenna are then evaluated for each connection. To do

so, the azimuth angle φ and elevation angle θ of the signal

path relative to the vehicle in question have to be determined

based on the LOS vector ~vLOS between sender and receiver

and the orientation vector ~vorient as illustrated in Figure 3. The

azimuth angle is calculated using the scalar product:

φ = arccos

(

~vorient ◦ ~vLOS

|~vorient| · |~vLOS|

)

(1)

For the elevation angle the LOS’s elevation angle as well as

the orientation’s elevation angle have to be computed first. The

necessary calculations are given as follows:

θLOS = arcsin

(

vzLOS

|~vLOS|

)

θorient = arcsin

(

vzorient

|~vorient|

)















⇒ θ = θLOS − θorient. (2)

After determining φ and θ, the antenna gain can eventually

be computed. As the simulation has knowledge about the

two principal planes only, the antenna gain in the respective

direction needs to be interpolated accordingly. In our imple-

mentation we used a method originally presented in [19],

2http://www.gdal.org/
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vorient

vLOSϕ

(a) Top-down view

θLOSvorient

vLOS

θorient

θ

(b) Side view

Figure 3. Relevant vectors and angles to determine the 3D signal direction.

which we adjusted and embedded accordingly. It is based on a

weighted summing method [20]. The horizontal plane pattern

is referred to by GH(φ) and the vertical pattern by GV(θ),
where an elevation angle of θ = 0 refers to the horizontal

plane. The four closest points for a given direction are then

Gθ1(φ) =

{

GV(θ = π
2
) if θ ≥ 0,

GV(θ = −π
2
) if θ < 0,

Gθ2(φ) = GH(φ, θ = 0),

Gφ1
(θ) = GV(φ = 0, θ),

Gφ2
(θ) = GV(φ = π, θ).

(3)

Based on these four gains a horizontal ĜHi(φ, θ) and a vertical

interpolation value ĜVi(φ, θ) are determined:

ĜHi(φ, θ) = Gθ1(φ) ·W1(θ) +Gθ2(φ) · (1−W1(θ)) ,

ĜVi(φ, θ) = Gφ1
(θ) ·W2(φ) +Gφ2

(θ) · (1−W2(φ)) ,
(4)

where W1(φ) and W2(φ) are weight functions defined as

W1(θ) =
2 · |θ|

π
,W2(φ) = 1−

|φ|

π
. (5)

Finally, these horizontal and vertical estimation values are

combined with the help of another weight function as follows:

Ĝ(φ, θ) =ĜHi(φ, θ)·W3(φ, θ) + ĜVi(φ, θ)·(1−W3(φ, θ)) ,

W3(φ, θ) =
2

π
·
∣

∣

∣

[π

4
−
(π

2
− |θ|

)

+
π

2
−
∣

∣

∣

(π

2
− |φ|

)
∣

∣

∣

]
∣

∣

∣
.

(6)

This yields the final three-dimensional antenna gain value

Ĝ(φ, θ), which is subsequently applied on the signal power.

2) Modeling Environmental Diffraction: In case of the con-

ventional 2D approach, the influence of obstacles disturbing

communication has not been considered so far as everything

appears to be planar (except for the obstacle shadowing model

dealing with buildings mentioned before). For 3D VANET

simulation this assumption does no longer apply and further

sources of attenuation have to be considered, which can be

summarized under the term of signal diffraction.

In general, diffraction can be observed whenever waves en-

counter obstacles, causing bending and deflection of the waves

also in theoretically shaded areas. A common way of analyzing

diffraction effects is the approximation of obstacles as knife-

edges. This method is applicable as long as the obstacles in

question are significantly larger than the utilized wavelength,

which is the case for IEEE 802.11p based communication in

the 5.9 GHz band. Besides the dependence on the wavelength,

the geometrical constellation is determined by the distances

to sender and receiver d1 and d2 as well as the height of the

obstacle’s top above the LOS h, which is commonly merged

into the dimensionless parameter ν [21]:

ν = h ·

√

2

λ
·

(

1

d1
+

1

d2

)

. (7)

Referring to the Huygens-Fresnel principle, the attenuation

due to diffraction can then be calculated with the help of the

Fresnel integrals or the following approximation [21], [22]

J(ν) = 6.9 + 20 log
(

√

(ν − 0.1)2 + 1 + ν − 0.1
)

, (8)

yielding the attenuation in units of dB for ν > −0.78.

As already outlined in Section II, Boban et al. emphasized

the impact of other vehicles blocking the signal path [7]. They

proposed a method to represent this aspect in simulation using

a similar approach based on a multiple knife-edge model.

However, the consideration of other vehicles as potential ob-

stacles only is still not sufficient. Another reason for additional

signal attenuation is the shape of the surrounding terrain,

which can lead to similar effects. One may simply think of a

hill between two roads or a road of hilly shape impacting the

direct signal path. If a 3D environment is to be considered, this

aspect must not be neglected as well. Therefore, we combined

both aspects, i.e. diffraction by other vehicles and due to

terrain characteristics into an environmental diffraction model.

The main idea is to analyze the LOS and generate a set of

knife-edges. We first create a height profile along the signal

path. For this purpose, the DEM used for the creation of

the 3D road network is queried equidistantly (the interval is

adjustable). The obtained height values are added to the set of

knife-edges along with their respective distances to the sender.

Next, it is necessary to check whether other vehicles are

located along the LOS. To do so, the vehicles’ bounding boxes

are determined. This results in four segments for each vehicle,

which are subsequently checked for intersections with the line

of sight. If there is an intersection, the vehicle’s height (plus

its z-coordinate) is added to the set of knife-edges together

with its distance to the transmitting vehicle. An illustration of

this principle is presented in Figure 4.

h=0m
2m

Figure 4. Generation of a set of knife-edges for terrain shape and intermediate
vehicles. In this example the terrain point spacing is 2 m (not drawn to scale).
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Finally, the obtained list of knife-edges is used to approxi-

mate the attenuation with the help of the cascaded knife-edge

method recommended in ITU Recommendation ITU-R P.526-

11 [21]. This approach is in fact a variation of the Deygout

method [23] including empirical correction terms. It is based

on finding the knife-edges with the highest values for the

diffraction parameter ν. For the n-th profile point we get

νn = h ·

√

2 · dab

λ · dan · dnb

. (9)

Here, dxy states the distance between the named points, where

the indices a and b correspond to sender and receiver. The

height above the LOS h is given by

h = hn +
dan · dnb

2 · re

−
ha · dnb + hb · dan

dab

, (10)

where hx refers to the height of the indexed knife-edge. As this

method takes into account Earth curvature as well, the effective

Earth radius re has to be provided as well. It is usually set to
4

3
· rgeo = 8495 km.

The diffraction loss is then determined in three steps.

1) For every knife-edge in the generated list the value for ν
has to be computed. The profile point with the maximum

value of νp is identified as the principal edge. If νp >
−0.78 continue with step 2, otherwise 0 dB is returned.

2) Repeat this procedure with the knife-edges between

transmitter and principal edge only, which yields νt.

3) Repeat this once more with the knife-edges between

principal edge and receiver and denote this value as νr.

The overall attenuation in dB is finally given by

Ldiff = J(νp) + T · (J(νt) + J(νr) + C) , (11)

where C is an empirical factor defined as C = 10.0+0.04 ·D
with D being the total path length in km. The factor T equals

T = 1.0− exp

(

−
J(νp)

6.0

)

. (12)

This way the diffraction effects in a three-dimensional VANET

environment can be represented and applied on the signal.

IV. IMPLICATIONS ON A CITY-WIDE SIMULATION

SCENARIO

With the help of the outlined extensions it is possible to

simulate the impact of a three-dimensional environment on

vehicular networks. In this paper, we take a look at two

simulation scenarios with a different focus, starting with a city-

wide simulation scenario in this section. The general simula-

tion parameters valid for both investigations are summarized

in Table I. In order to be able to assign realistic antenna

characteristics, we sampled the patterns given in [9], [11],

whose azimuth and elevation planes are presented in Figure 5.

Azimuth Pattern

45°

135°225°

315°

−20

−10

0

10 dBi

Elevation Pattern

45°

135°225°

315°

−20

−10

0

10 dBi

(a) Monopole antenna
on panorama glass roof

(based on [11])

Azimuth Pattern

45°

135°225°

315°

−20

−10

0

10 dBi

Elevation Pattern

45°

135°225°

315°

−20

−10

0

10 dBi

(b) Monopole
antenna

(based on [9])

Azimuth Pattern

45°

135°225°

315°

−20

−10

0

10 dBi

Elevation Pattern

45°

135°225°

315°

−20

−10

0

10 dBi

(c) Patch antenna
(based on [9])

Figure 5. Azimuth and elevation planes of antenna patterns assigned to
simulated vehicles. The gain is given in dBi.

A. Simulation Setup

For our city-wide investigation we made use of the Luxem-

bourg SUMO Traffic (LuST) scenario [24]. It models realistic

traffic conditions for a duration of 24 hours in the city of

Luxembourg. All vehicles were enabled to send Basic Safety

Messages (BSMs) (i.e. beacons) at a frequency of 0.1 Hz. To

get an idea of the general implications of a 3D environment,

we measured the ratio of received beacons to sent beacons. In

simple terms, this ratio states how many neighboring vehicles

are in reach and could receive a beacon on average, giving a

good overview of the communication conditions.

The three-dimensional antenna patterns shown in Figure 5

were assigned randomly to the vehicles. As the road network

used in the LuST scenario is two-dimensional, we had to add

elevation data. For this purpose we used a DTM offered by

the Austrian OpenDataPortal3. It is based on data obtained

by airborne laser scans and exhibits a horizontal resolution of

20 m at a vertical resolution of 0.1 m. For the height profile

3http://data.opendataportal.at/dataset/dtm-luxembourg

Table I
GENERAL SIMULATION PARAMETERS

Parameter Value

Penetration rate 100 %

Path loss models free-space path loss, obstacle shadowing,

environmental diffraction

Maximum transmission range 2600 m

Technology IEEE WAVE

Maximum transmit power 20 mW

Sensitivity threshold −89 dBm

Thermal noise −110 dBm

Message type Basic Safety Messages (BSMs)
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generated by the environmental diffraction model a spacing of

10 m was applied.

For comparison reasons we executed the simulation in

two additional configurations. On the one hand, the two-

dimensional case with 2D antenna patterns was examined.

Here, the same antennas were assumed, however, only the

azimuth pattern was considered. In the third configuration, we

reproduced the original situation before the support for 2D

antenna patterns was added to Veins by assigning isotropic

antennas to all cars.

Each simulation was run for a simulated duration of one

minute. As the number of vehicles and thus traffic density can

have severe influence on the resulting vehicular network, we

further analyzed differing starting times of 4am, 5am, 6am

and 7am. Therefore, it is possible to see how the observed

parameter scales for different traffic demands.

B. Evaluation of Simulation Results

Each setup was repeated eight times to increase the statis-

tical representativeness. The resulting ratios for all configura-

tions are depicted in Figure 6. As can be seen, the average

number of neighbors in reach increases for later starting times

regardless of the setup in use due to the rising number of

vehicles on the roads. While there are only about 400 cars

driving at 4am, the value goes up to 3100 cars at 7am as time

emerges towards rush hour. Therefore, there are also more

potential receivers in close proximity to every vehicle, which

is why a broadcasted beacon can be received by more cars.

However, the interesting insight is the difference of neigh-

bors in reach regarding the three different environments. At

4am, the original 2D simulation environment leads to almost

nine beacon recipients compared to about three in case of

the 3D enabled environment. For later starting times, the

results are similar in relation, but the differences get even

more significant. While the three-dimensional case delivers a

value of about eleven neighbors on average at 7am, the 2D

environment including sampled antenna patterns already leads

to a value of 26. Omitting antenna patterns causes a further

increase to 34 recipients per broadcasted beacon, meaning a

A
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3D complete

Figure 6. Avg. number of neighbors in reach (i.e. received BSMs/sent BSMs)
for different starting times and setups when simulating the LuST scenario.

value about three times as high as the actual three-dimensional

count. This enormous difference to the 3D result can be

explained with the large number of additional cars diffracting

the signal.

Although this simulation scenario and the analyzed metric

are rather general, it allows for a first important insight.

It is clearly noticeable that the classical two-dimensional

approach tends to over-estimate the number of successful

packet transmissions. The application of 2D antenna patterns

already improved the situation, but it still differs from the

three-dimensional case.

V. IMPACT ON A GLOSA SYSTEM IN STEEP

ENVIRONMENT

While the aim of the first scenario was to get a general

impression of the implications of (not) considering a three-

dimensional environment, we want to give a deeper insight

with the second investigation. Here, we examine how the

different approaches influence the functioning of a Green Light

Optimal Speed Advisory (GLOSA) system. The basic concept

of such an application is to optimally adjust the vehicle’s speed

when approaching a traffic light based on the knowledge of

the signal phase [25]. To do so, the traffic light broadcasts

information about its phases, which is received and processed

by approaching vehicles.

A. Simulation Setup

In this isolated scenario the ego-vehicle approaches a traffic

light which is located on the top of a steep part in downtown

Seattle. To generate the three-dimensional road network, we

used an elevation model offered by the U.S. Geological Survey

as part of the National Elevation Dataset4 with a horizontal

resolution of about 3 m. The resulting road network is depicted

in Figure 7. The illustration also shows the vehicle’s path

starting on 1st Avenue (A). It then turns left on Cherry Street

(B) and drives all the way up until it reaches 6th Avenue,

which is where the GLOSA traffic light is located (C). Thus,

the ego-vehicle climbs about 50 m on its way to the target.

The GLOSA traffic light is modeled as a Roadside Unit

(RSU) module with isotropic radiation characteristics. It sends

beacons at a frequency of 10 Hz in order to be able to examine

how the receive power develops as the vehicle approaches

the traffic light. For the car the panorama glass roof antenna

pattern has been selected (see Figure 5a). The spacing of

profile points in the environmental diffraction model was set

to 1 m and the obstacle shadowing model was configured for

β = 6dB and γ = 0.4 dB/m. Furthermore, 15 other cars

were included to drive in front of the ego-vehicle. Finally, we

captured the receive power at the ego-vehicle as well as the

impact of each attenuation component.

B. Evaluation of Simulation Results

We repeated the simulation for a 2D environment with

and without an assigned antenna pattern similar to the first

scenario. Figure 8 shows the corresponding results as well as

4http://ned.usgs.gov
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(A)

(B)

(C)

Figure 7. SUMO screenshot showing a 3D road network of downtown Seattle
(blue =̂ 10 m, orange =̂ 65 m, red cross =̂ GLOSA traffic light). The car starts
on 1st Avenue at (A), turns on Cherry Street at (B) and continues on to (C).

the course of the ego-vehicle’s z-coordinate. It can be seen

that the obstacle shadowing model leads to critical attenuation

until a travel time of about 17 s in all three configurations.

Obviously, this is caused by buildings blocking the LOS

until the car turns left on the final street. Shortly after, the

antenna gain (if considered) gets negative as the signal is now

received from an azimuth angle of about 0°, which is where the

assigned pattern exhibits a significant minimum. Henceforth,

the antenna gain fluctuates in case of the 3D simulation as the

signal is received from varying elevation angles. In case of

the 2D-only environment the antenna gain stays at a constant

level as the only angle to be considered is the azimuth angle,

which does not change after the car has turned.

As can be seen in Figure 8b, environmental diffraction

leads to significant attenuation of up to 40 dB. The fluctuating

shape of its curve is caused by two aspects. First, the spatial

distribution of the cars driving in front of the ego-vehicle

changes continuously. Secondly, the shape of the road towards

the target plays an important role. As illustrated in Figure 8a,

there are several noticeable steps wherever a junction is

located. Thus, diffraction of the signal occurs at the edges

of these steps, leading to even higher attenuations.

As a result, the receive power stays below the sensitivity

threshold until seven seconds before reaching the target, so

that no GLOSA packets can be received until this point.

This is certainly not enough time to effectively make use

of the main idea of GLOSA systems. Looking at the 2D

results, one can notice that the receive power is far less

impacted. Applying 2D antenna patterns, the receive power

stays below the threshold until a few seconds before reaching

the target as well, yet it is quite close to the threshold.

However, the neclegtion of antenna patterns (i.e. assuming

isotropic antennas) causes the receive power to exceed the

threshold after about 17 s. As a consequence, the outcome

of the conventional simulation approach without antenna and

3D considerations states that the GLOSA packets would be

received in due time, which is clearly wrong when analyzing

the more realistic three-dimensional results. In summary, it
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Figure 8. Receive power and attenuation sources for the GLOSA scenario.

can be said that disregarding 3D aspects can quickly lead to

wrong conclusions due to overoptimistic results.

VI. CONCLUSION AND FUTURE WORK

In this paper we have investigated the implications of three-

dimensional considerations on vehicular network simulations.

Many real-world traffic situations cannot be analyzed reliably

based on 2D projections, and yet, this is state-of-the-art in most

VANET simulation frameworks. This issue can lead to critical

misrepresentations. Thus, we outlined the necessary steps that

have to be considered in order to facilitate the simulation of

three-dimensional scenarios. On the part of traffic simulation,

digital elevation models can be used to generate 3D road

networks. On the other hand, we incorporated models to deal

with three-dimensional antenna patterns as well as diffraction

effects caused by the terrain shape and cars along the LOS.
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Finally, we demonstrated the impact of the 3D extensions by

simulating two selected scenarios. The first investigation based

on analyzing the average number of neighboring vehicles in

reach in a city-wide scenario showed that 2D-only simulations

constantly overestimate the neighbors count. Secondly, we

analyzed a more specific case with a fictional GLOSA setup. It

could be seen that the influence of antenna patterns and diffrac-

tion effects causes significant additional attenuation. Thus,

the proper operation of a GLOSA system based on a three-

dimensional investigation would be questionable, while the

original simulation approach would not attest any problems.

Although the focus of this paper was on the actual simula-

tion results, we would also like to mention that the presented

3D extensions can lead to increased simulation durations. The

city-wide 7am simulation originally ran more than four days

(compared to about three hours in case of the 2D approach).

This is mainly caused by the environmental diffraction model,

which requires the analysis of the height profile as well as

potential cars in the LOS for every possible connection within

maximum transmission range. However, we optimized the

performance by caching altitude values and excluding cars that

cannot be located between sender and receiver by organizing

all vehicles in a global grid. This way, the runtime could be

decreased to a reasonable value of about eight hours.

In summary it can be concluded that conventional 2D

VANET simulation often yields overoptimistic results due to

the neglection of many potential sources of signal attenuation.

As simulation is a key tool and widely used to develop and

evaluate protocols and applications, this shortcoming can lead

to wrong conclusions. Therefore, it is necessary to consider

three-dimensional aspects as well in order to obtain more

valuable and reliable results.

Nonetheless, our proposed extensions are not yet sufficient

for the investigation of arbitrary three-dimensional scenarios.

Referring to the introductory example scenario, it becomes

clear that the impact of floors or ceilings should not be

neglected as well. Thus, a model which identifies floors

intersecting the LOS and estimates the resulting attenuation

is part of future work. Furthermore, it would be desirable to

validate the models implemented in the course of this work

by conducting field tests and real-world measurements.
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